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Abstract. In this paper, we proposed an effective methodtime series CT image
registration using Mutual Information (MI) and dolwih simplex method. By using this
method it was possible to obtain correct resulta ghorter time. When we include all range of
histogram in MI evaluation, the value of MI becomesrse. In order to prevent this problem,
we determine an effective range of image histogrhforeover, in order to speed up the
convergence, we propose an effective initial posispecification and geometry based finish
condition (vector terminate). In the experiment, 3igid body alignment is performed
successfully by six variables of movement and rmat

1 Introduction

As a part of medical image diagnosis, comparisowliss are conducted in which
images captured at different times and images &dawith different modalities are
combined and observed. When these alignments ackicted by using an interactive
operation, the inconsistency has increased, and difficult to compare three-
dimensional images, such as CT (Computational Toapdty). The comparison
between different diagnostic devices, such as X&@ay MRI (Magnetic Resonance
Imaging), and Ultrasound machines, is also a diffiproblem.

Two important factors are generally considered irtiomatic image registration
problems, which are "coincidence scale" and "amapation method". In this paper,
we focused on mutual information (MI) quantity a®ihcidence scale”. The MI of
two random variables is a measure of the mutuakm#gnce between the two
variables. Therefore, it is possible to comparéediit kind of variables, such as X-
ray CT and MRI [1-3].

As “an optimization method”, we have utilized dowhkimplex method in multi-
dimensions. The downhill simplex method was inticatliby Nelder and Mead [4].
The method makes use of simplex to find its way “dbi’ to a minimum. A
simplex in N dimensions consist of N+1 points ortiees and the lines that are
connected these vertices. The merits of the doWwaimiplex method requires only
function evaluations (derivative-free optimizatioand it is easy to implement the
programs. However, this method is “hill-climbing”ethod and therefore does not
guarantee that a global minimum will be fund. Theref it is important to specify
appropriate initial and terminate conditions incamatic image registration problems
[5].

In this paper, we proposed an effective methodifoe series CT images registration
using Mutual Information (MI) and downhill simplexethod. The purpose of the
registration was to investigate changes in bonpeskhange by time series. Therefore,



we assumed that the target and reference imagetmaeseries CT images of the
same patient, and several improvements were madedéer to align time series CT
images quickly.

In general, MI for image registration was calcudaby using all range of histogram.
However, when we include all range of histogranMinhevaluation, the value of Ml
becomes worse due to the influence of other orgasair. In order to prevent this
problem, we determine an effective range of imaigeogram. Moreover, in order to
speed up the convergence, we propose both aniefféaitial position specification
and geometry based finish condition (vector tertepan the experiment, 3D rigid
body alignment is performed successfully by sixakiles of movement and rotation.

2 Previousworks

In an automatic image registration, the degree afching is evaluated from the
relative positional relationship of the image pdihere are several methods for
expressing the degree of coincidence by quantiativmerical values, but in the
registration between different modality images iartigular, mutual information

(Mutual Information) using the idea of entropy metcommunication field is often

used [1]. This is calculated from the probabilitystdbution using the two-

dimensional histogram composed of the image deisditymation of the overlapped

portion. The following equation is defined when the-dimensional histogram is h
(a, b) and the width of the histogram is bin.

bin bin

3 p(a;, by)
MI(A, B) = Z Z p(a; bj) log , p@OP(b) (1)

Using the coincidence degree numerical expressioh as M, it is possible to define
the evaluation value as a function of the movenaembunt, and finding the optimum
solution of the function obtains the image matchpogition.

Next, an optimization method is used to obtainlatem, and one of the algorithms is
the downhill simplex method [4]. This method mustdberted not just with a single
point, but with N+1 points, defining an initial giex. The method moves the point
of the simplex where the function is largest thiotige opposite face of the simplex
to a lower point. The calculation is continued uthiéZ move become smaller. These
steps are called “reflection”, “reflection and erpmn”, “contraction”, and “multiple
contractions”. Assuming that the initial point i Ehe other n points are

Pi=Po + Aei ¥

Where the eare N unit vectors anitl is a constant representing the measure of the
characteristic length of the problem. Although thiethod is used without requiring
calculation of partial derivatives etc., it is ofteised for automatic registration of
images because the algorithm is intuitive and éasyderstand [5].



3 An Image Registration Using Downhill Simplex M ethod

In this chapter, we propose an initial positioncoédtion method (Chapter 3, Section
1), an evaluation method for Mutual Information twi limited range (Chapter 3,
Section 2), and a terminate condition (ChapterekitiSn 3) in order to improve the
convergence of image registration using the dowsimiplex method.

In the implementation, three-dimensional rigid badignment was assumed, and the
optimization process was performed by a total of siovement variables
(movement(%, Ty, T,) and rotation®y, Gy, ©;)).

3.1 Initial Position Calculation

The image matching degree shows a unimodal chaisitetoward the matching
position around the true matching position, but mvliés too far from this position, a
local solution is born and a correct optimum soluticannot be obtained by the
downhill simplex method. Therefore, it is necessaryset the initial position in the
vicinity of the matching position to some extenergl, in order to find the best initial
position adjustment, a 5 x 5 x 5 Laplacian filteapplied to each of the images, and
the luminance centroid is obtained from the imaf®e Laplacian filter can extract
the edges, which represent bone boundary, and dbedioates of the luminance
center of gravity is efficient in comparison wittbardinates of image center
alignment. When a image resolutionvis<hxd, and the value of the luminace is
B;j, in voxel coordinate, j, k), the luminance center of gravifiy;, g;, ;) can be
calculated in the following equations:
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Fig. 1 shows the target image (left image) andetihge detection image (right image).
Fig. 2 shows the reference (moving) image (leftgajaand the edge detection image
(right image). The edge detection algorithm was5x pixel Laplacian filter. In the
3 x 3 x 3 Laplacian filter, many discontinuous edgese left too much and good
results were not obtainedlhe Red points in Figs. 1 and 2 represent the lanta center of
gravity alignmentFig. 3 shows the difference between image centgrtlaa luminance
center of gravity alignments. In the first simpleefinition, in order to prevent
convergence to local solution, the evaluation vadfiet A is calculated for each
dimension, and the one with the better evaluatamloeris taken as the vertex.



Pi=Po+ Aei (6)

Fig. 3 Registration Result by Image Center and Brav

3.2 An Evaluation Method for Mutual Information with a Limited Range

When we includeall range of histogranin M| evaluation, the value of Ml becomes
worse. In order to prevent this problem, we findeffiective range of the histogram in
discriminant analysis. The mutual information quigntialculates the dependency of
the histogram of the overlapping part of the twagdgms. For example, if you use the
image as it is, it will be affected by the backgrdwand air. Therefore, it is necessary
to optimize the calculation method of the evaluationction so as to calculate the
similarity of the bone shape. Strictly speakingsieffective to adjust the target and
reference images with the optimum window level amohdow. However, this
operation takes time and it is difficult to findtopal histogram range for each image
interactively. For this reason, in this research,aasolution to this problem, we
propose a method to limit the range of the histogtesed when computing mutual
information as follows.

Step 1:

Using the discriminant analysis method, a thresAdldobtained, and a background
part and others are divided.

Step 2:

Find the histogram value T2 that appears first fthenthreshold T1 obtained in Step
1.

Step 3:

Set the value of T2 as the lowest value and thdmanx value T3 of the histogram as
the effective range to be used for mutual infororatjuantity calculation.



3.3 MI Computation and Convergence Condition

Mutual information amount and each movement paranagt, dy, dz, 0x, 0y, 6z are
all calculated as real numbers. Here, the luminavalele of the target image
overlapping with the moving image after coordined@version is obtained by triple
linear interpolation. Trilinear interpolation ismaethod of multivariate interpolation
on a three dimensional regular grid. It is ofteediso interpolate within cells of a
volumetric data set. Since the voxel size of CTgewmis not unit size, simple
translation and scale (each axis independentlypeamsed.

Trilinear interpolation is a method of obtainingaue corresponding to the distance
by using the luminance value of 8 pixels arounddberdinates after the coordinate
transformation. Let f (x, y, z) be the luminanceueaht the coordinates (x, y, z) (u, v,
w), (u+1,v,w), (u, v+ 1), the coordinates aftee coordinate transformation are (x,
Y,2)(u,v+1,w+1), (uv+1 w+ 1), (x,3) of the target image at the coordinates
(x, y, z) can be obtained by the following expressiwhere the luminance value f (x,
y,z)is (u+1,v+1 w+ 1) Figure 4.9 shows thstance relationship between the
coordinates after coordinate transformation andsthieounding eight pixels.
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Fig. 4 Trilinear Interpolation

In the latter half of the search, the coordinatevemeent of the simplex vertex is
extremely small, and it becomes almost meaningbesshe image registration. In
general, termination criteria can be delicate iy amultidimensional minimization
problems. We can check the decrease in the funetdue in the terminating step
becomes smaller than some tolerance ftol. In thée cthe function value of the best /
worst point of simplex vertex is used for the teration condition of the downhill
simplex method.



2|f (xp) = f(x)l
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Here, f(x), f(xi) is function values of best and worst points ah@ex vertex,
respectively. The user defined number ftol is somwlerance.Alternatively, it is
possible to terminate when the vector distance lbecemaller than some tolerance
ftol.

< ftol )

2 2 2
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Here, (X Vi, Z, x, 6y, 0z) and (%, Vi, z, 6xi, Oyi, 0,) are the coordinates of the best
point, the coordinates of the worst point, respetyi The user defined number ftol is
some tolerance. In chapter 4, we compared funetidume and vector distance criteria
as a terminating condition, and we show the comditf Eq. (9) by using vector
distance (the coordinate distance of best and waoists) is faster than function value
criteria.

4  Experimental Results

Using the image pairs of 4 patient cases, CT imégglly captured images taken at
different times), we evaluated two approach: (1xhdd-A (function value criteria):
MI computation for all range of histogram, and ftioc value criteria”, and (2)
Method-B: MI computation for restricted range oftoigram, and distance vector
criteria”. In the method-B, we used Eq. (9), whishows a distance evaluation
between parameters;(¥;, z, 6, 0yj, 0;) as the convergence condition and we gave
ftol as 0.1 in the experiment. Both methods wergie out from the initial position
obtained by Chapter 3 Section 1. The computationakr@enment was Intel Core i7-
4790 CPU (3.60GHz) and Main Memory 8.00GB. Tabseithmarizes the results.

Table 1 Visual Evaluation and Computational Time

D Method A @ Method B
Case| Ml \Q\S/:‘I"" Times)| Ml \2\5/:‘;’" Time(s)
1| 111652 | o 1089 | 120741 | o 600
> | 082079 | x 1491 | 098517 | o 696
3 | 170564 | o 1364 | 1.48884 | o 826
4 | 102256 | & 1083 | 116263 | o 767




Alignment by Edge Center @ Method A 2 Method B

Fig. 5 Registration Results of Case 1(Left, Center, Right: registration by using the
luminance center of gravity, Method-A, Method-Bspectively)

Alignment by Edge Center @ Method A @ Method B

Fig. 6 Registration Results of Case 2(Left, Center, Right: registration by using the lnamce
center of gravity, Method-A, Method-B, respectively

4  Conclusion

In this paper, we proposed an effective methodifoe series CT image registration
using Mutual Information (MI) and downhill simplewethod. By using this method it
was possible to obtain correct results in a shofii@e. In our approach, we
determined an effective range of image histogranorter to converge into the
optimal position. Moreover, in order to speed up tonvergence, we proposed an



effective initial position specification and geomyebased finish condition (vector
terminate). The experiments were performed on fases of pair of time series CT
images, and the proposed method was able to impaligament accuracy in
comparison with the ordinary methods. In the experit, 3D rigid body alignment is
performed successfully by six variables of movemant rotation. Though we
performed these experiments by using a downhillpksm method, we need the
experiments with another optimize algorithm, sustPawell method [6]. We expect a
little speed-up in comparison with a downhill siepimethod.
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